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Contributions

• We introduce a novel idea that uses 

test-time domain adaptation techniques 

to defend against adversarial 

examples.

• The proposed adversarial defense 

ABNN is a non-AT (Adversarial 

Training) method that gets rid of the 

extremely time-consuming AT.

• ABNN improves adversarial robustness 

against both digital and physically

realizable attacks in both image and 

video modalities.

• Compared to traditional AT-based 

approaches, the proposed ABNN 

achieves higher clean data 

performance, better robustness 

generalization, and significantly 

lower training time complexity.

Background

Deep networks are vulnerable to 

adversarial examples.

Adversarial Training (AT) is the most 

common defense method, but it involves 

min-max optimization, which is extremely 

expensive.

Method

Training Time Complexity

References

Results

Let us set each network pass (i.e., a

forward pass or a backward pass) to 

have N computational complexity, and let 

us suppose that ABNN’s target network

and substitute network have the same 

complexity.

• ABNN:

2N + N = 3N

• PGT-AT:

2N x tmax + 2N = 2N (tmax + 1)

• PGT-AT has

2N (tmax + 1) / 3N = 0.67 (tmax + 1)

times more training complexity than 

ABNN 

• Pre-trained substitute model: A 

public model trained on large-scale 

datasets (e.g., ImageNet)

• Target model: The model that we are 

training for a specific downstream task.

• Standard Batch Normalization (BN):

• The proposed adaptive BN:

• At training time, the substitute model 

sends its corresponding BN statistics 

target model’s adaptive BN layers, and 

the substitute model itself is frozen.

• The model is trained on only clean 

data without AT.

• At test time, our adaptive BN layer 

can adapt the substitute model’s 

cleaner BN statistics to the target 

model, mitigating the adversarial 

effects in the target model’s features.


