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What is Anomaly Detection?

• Problem definition: An AD model is exclusively trained with normal data and is 
asked to identify whether a query example is normal or anomalous.

• Motivation: Anomalies are often rare and long-tailed, so they are costly to collect.

• Example:
• Normal data: Flawless objects

• Anomalous data: Defects

Normal data

Training set Test set

Normal data

Anomalous data
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Image source:

[Bergmann et al. CVPR’19]



Conventional Learning-based AD Approaches

• Full-shot training: An AD model is trained by a large amount of normal 
data to learn normal patterns

• Output format: Anomaly scores -> Thresholding

• Metrics: AUROC (area under ROC curve)
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The Era of Multimodal Large Language Models
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How can AD benefit from MLLMs?

What breakthroughs can MLLMs bring to 
this long-established vision problem?

Remain underexplored!



Anomaly Detection in the Era of MLLMs

6

Full-shot training

Detection only
(anomaly scores)

Few-shot / Zero-shot

Detection + Reasoning

How to 
learn

What to 
output

Conventional MLLMs



7

CVPR 2025 (Highlight)

• One of the first zero-shot and reasoning methods for IAD
• => Explain why normal/anomaly

• One of the first instruction tuning datasets and benchmarks for IAD 
reasoning
• => Allow us to train and evaluate models for their AD reasoning capabilities



Problem Statement
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Anomaly detection Basic reasoning
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Method

• Two-step inspection for improving detection

• Simulate human’s visual anomaly inspection
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Method

• MLLM backbone: Visual encoder + 
tokenizer + projector + LLM

• LTFM: (Step 1) Find suspicious 
areas

• VT Selector: (Step 2) Confirm 
anomalies

• Training stage 1: Train the anomaly 
expert (LTFM + VT Selector)

• Training stage 2: Visual instruction 
tuning (projector + LLM)
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Instruction Tuning Dataset

• Visual instruction tuning (VIT) for improving reasoning

• An automatic pipeline for constructing AD VIT datasets

• WebAD: 72k, 380 classes

• MVTec AD [Bergmann et al. CVPR’19] : 5k, 15 classes
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Instruction Tuning Dataset

• WebAD: 72k, 380 classes
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Anomalous Normal



Instruction Tuning Dataset

• Anomaly-Instruct-125k

• Four types of images
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WebAD-72k
[Collected by us via

Google Image Search]

MVTec AD
[Bergmann et al. CVPR’19]

BMAD
[Bao et al. CVPR’24]

MVTec-3D AD
Real3D-AD

Anomaly-ShapeNet
[Bergmann et al. 2022] [Liu et al. NeurIPS’23] [Li et al. CVPR’24]



Reasoning Benchmark

• VisA-D&R (761 normal + 1000 anomaly samples)

• Detection metrics: Accuracy/precision/recall/F1-score

• Reasoning metrics: ROUGE-L, Sentence-BERT, GPT-score

• Q1 & Q2: Basic reasoning

• Q3 & Q4: Complex reasoning
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Detection Results of Zero-Shot IAD Approaches

• MLLM backbone: LLaVA-OV [Li et al. 2024]

• Metric: AUROC
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Detection and Reasoning Results of MLLMs
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• MLLM backbone: LLaVA-OV

• LLaVA-OV-0.5B*: Fine-tuned on our Anomaly-Instruct-125k
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CVPR 2025 (Highlight)

• One of the first zero-shot and reasoning methods for IAD
• => Explain why normal/anomaly

• One of the first instruction tuning datasets and benchmarks for IAD 
reasoning
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