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Recent Research

e Use Multimodal LLMs to solve computer vision problems

* Augment vehicles’ autonomous functions
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MLLM for Video Anomaly Detection

* One of the first reasoning methods for VAD
e => Explain why normal/anomaly

* One of the first few-shot prompting methods for VAD
* => Fast adaption to different definitions of “anomaly” for different applications

Follow the Rules: Reasoning for Video Anomaly
Detection with Large Language Models

Yuchen Yang'*, Kwonjoon Lee?, Behzad Dariush?, Yinzhi Cao', and
Shao-Yuan Lo?

! Johns Hopkins University

{yc.yang, yinzhi.cao}@jhu.edu
2 Honda Research Institute USA
{kwonjoon_lee, bdariush, shao-jruan_lo}@hﬂnda-ri.com



Problem Statement

A VAD model is exclusively trained with normal data and is asked to
identify whether a query example is normal or anomalous.

* The definition of “anomaly” depends on different context and
downstream applications.

person jogging versus person running outside a bank.

Credit: https://drive.google.com/file/d/1bP6BbfREhpZjokyjYSE82c_Jmnxpmlsn/view



Our Goal

|II

e Suppose that we only have a few “normal” data for our
specific application, and it’s costly to collect “anomaly” data.

e Can we develop a VAD model for our specific application
(specific definition of “normal” & “anomaly”) and explain
the detection results?



Method

* Traditional VAD: Full-shot training. Only output anomaly score.

* Ask LLM directly: The implicit knowledge pre-trained in LLMs may not
align with specific VAD needs (e.g., “skateboarding”).

Train: Learn model g Induction: Derive rules ¢ Deduction: Use rules
R [ P
-v:ﬂugrf:ra‘}:ﬁ- L. _ Rules for Normal Rules for Anomaly fmm'es
Training \ | iz;:“f; ::“'“e Human Activities Human Activities | _ normal or
| Erames S anomaly? Rules for Normal Rules for Anormaly ;’;’;’;‘g'zn
T Environmental Objects |Environmental Objects | 1, pc

Te.st: Use model

w7 Normal based on implicit
Y ) p Anomaly based on learned rules
“* knowledge in LLM J J

It appears that there is nothing overtly
unusual or anomalous in this image. It
depicts a typical outdoor setting where
three individuals are seen engaging in
separate activities: one person is

There are four people in this frame. Starting from the left, the first person appears to be walking, the second person

is riding a skateboard, the third person is walking but further away, and the fourth person is on a skateboard. Other than

people, there are two manhole covers visible on the ground. First, let's check for human activities: (1) Walking: Two

people are walking, which matches: Normal Human Activities, Rule number 1. (2) Skateboarding: Two people are o

| output walki her i di d looki skateboards, which matches: Anomaly Human Activities, Rule number 1, Second, let's check for environmental objects: (1

|—>0.834 alking, another. s standing and looking anhole covers: Two manhole covers are visible, which matches: Normal environmental objects, Rule number: 2. Based o
g at their phone, and the third is

L
“l | | ki eboarling: Thi scenc. sebne 1o bod the information provided, the normal activities are people walking, and the anomaly activities are people skateboarding;
| 0
=)

The normal objects are manhole covers, and there are no anomaly objects mentioned in the description. Therefore, thi
frame is an anomaly due to the presence of anomaly human activities.

b

a) Traditional VAD b) Ask LLM directly c¢) Ask LLM with the rules learned in induction stage (Ours)

regular day at a park or outdoor area
designed for pedestrians,




Method

* Induction (derive rules):
Use the few available - Visual Perception Rule Generation Rule Aggrogation
normal data as & ey (MR e
references to derive a
set of rules. Prompting
method without model

weight training.

Robust Rules Normal Environmental Objectives

1. Architectural structures such as

VLM * Frame Descnphon ‘[:——i- LLM * > Rules for Normal 1 LLM * —> building, bridges
i i 2
What are people Rules forAnomaIy 1 Anomaly Human Activities

A T ]
Normal Reference Frames f::'lgm‘::ﬂ: ;"‘:rm ______ 1. Non-walking movement such as riding
than people? a bicycle, scooting, skateboarding

l. Induction

2
| Rules for Normal n / L
& i Frame Description n— LLM * Anomaly Environmental Objectives
Decuuplmg 4 1. Ground transportation such as
Human/Environment

Rules forAnomaIy n i e

Visual Perception Perception Smoothing Robust Reasomng S
° ° V={y}, V= er: Anomaly,
L D d t ( f ) * S Continuous Frames in a Video  Continuous Frames' Descripti P i
ptions Ancmaly keyword matches? 1 Reason: One person riding
eauction jinrerence): s 5 esr H s )
t; I - ‘IO yes, 1 0 E rule 1 of "Anomaly
Perform VAD and 3 e eyt MLl s
T ( ) *..walking, riding.." "y — ™ 5
] VLM . Y 1 . du rwer]
i i - LYEM B i, 0 i) [
. " ing, nding.."y = {20 | based on the (Rules). Double-check and
explain detection = 15 a0 Ll ) PRCR e s ]
e *...walking, riding..." T - TITT 3 . A
. [ If y; # §;: Modify iy, frame's description d;
re S u I tS a C C O rd I n g t O t h e ............ following its neighbors' majority within a window size J modiﬁed Frame Description d; )

induced rules.



Results

* Induction: CogVLM-17B & GPT-4. Deduction: CogVLM-17B & Mistral-7B

Method | Accuracy Precision Recall
Ask LLM Directly 52.1 97.1 6.2
Ask LLM with Elhafsi et al. [12] 58.4 97.9 15.2
Ask Video-based LLM Directly 54.7 85.4 8.5
AnomalyRuler | 81.8 90.2 64.3
w. Perception Errors w/o. Perception Errors
Method RR KW WR WW | RR KW WR WW
Ask GPT-4 Directly 57 4 15 24 73 3 0 24
Ask GPT-4 with Elhafsi et al. [12] 60 3 15 22 76 2 0 22
Ask GPT-4V with Cao et al. [5] 74 2 7 17 81 2 0 17
AnomalyRuler 83 1 15 1 99 0 0 1

Compare with LLM-based methods

Method Venue | Image Only | Training | Ped2 | Ave | ShT | UB
MNAD [36] CVPR-20 v v 97.0 88.5 70.5

rGAN [29] ECCV-20 v v 96.2 85.8 77.9

CDAE [Y] ECCV-20 v v 96.5 86.0 73.3

MPN [30] CVPR-21 v v 96.9 89.5 73.8

NGOF [50] CVPR-21 X v 94.2 88.4 75.3

HF2 |25] ICCv-21 X v 99.2 91.1 76.2 -
BAF [11] TPAMI-21 X v 98.7 92.3 82.7 59.3
GCL [56] CVPR-22 X v - - 79.6 -
S3R 53] ECCV-22 X v - - 80.5

SSL [19] ECCV-22 X v 99.0 92.2 | 84.3

zxVAD [J] WACV-23 X v 96.9 - 71.6

HSC [17] CVPR-23 X v 98.1 93.7 83.4 -
FPDM [54] ICCV-23 v v - 90.1 78.6 62.7
SLM [13] ICCV-23 v v 97.6 90.9 78.8 -
STG-NF [15] ICCV-23 X v - - 85.9 | 71.8
AnomalyRuler-base | - v X 96.5 82.2 84.6 69.8
AnomalyRuler - v X 97.9 890.7 85.2 71.9

Compare with state-of-the-art

traditional VAD models

Two most challenging
datasets

10



MLLM for Video Affective Reasoning

* One of the first methods for VAR, i.e., predicting and reasoning
viewers’ emotional reactions to a video

* Propose spatiotemporal stimuli-aware mechanisms and create VAR
visual instruction data

StimuVAR: Spatiotemporal Stimuli-aware Video
Affective Reasoning with Multimodal Large
Language Models

T . = * v . -y = - .t r r
Yuxiang Guo'' T, Faizan Siddiqui?, Yang Zhao!,
, * oy
Rama Chellappa!”, Shao-Yuan Lo?

L Johns Hopkins University.
2Tlonda Research Institute USA.



Our Goal

* VAR aims to predict and explain viewers’ emotional responses
to a video.

e What are the emotional stimuli?

e Capturing stimuli could reduce redundancy and improve affective
understanding.

* => Propose spatiotemporal stimuli-aware mechanisms

* Why this prediction?
* Interpretability is crucial for model analysis and earning public trust.
e => Create VAR visual instruction data for affective training



Method

* Let’s start from an example video

What we see:

What models see:

13



Method

* Traditional models
and generic MLLMs
often overlook
emotional stimuli.

e Our method has
stimuli awareness.

Traditional Method
Uniform Sampling

e

120609 — —— 1] — — —m — — — — . —

User: Whatis the emotion of the viewers when they watch the video?

Answer: Boredom /@\ /@\ /@_'Q\

StimuVAR
Event—Dr/ven Frame Sampling & Emotion- tr/ggered Tube Selection

\ .
b - - g & ’ l

120609 L . 13 — e e e e e e e e e e e e

User: Whatis the emotion of the viewers when they watch the video?

Answer: The viewer feels /;"l\ because initially, it is a typical
road scene sets the expectation for a
mundane video. However, the sudden appearance of

introduces an unexpected element. This unexpected twist in the
video content is likely to evoke surprise in the viewer

14



Spatiotemporal Stimuli-aware Mechanisms

 Event-driven frame selection: Frame-level awareness

0.8 High Intensity
T Sampling
e 44
" P! o : @ . o 0.6 v\x Low Intensity
i . Optical 3 Gaq 55555 o N Sampling
Flow % Filte =

v (1] [1+] ~ ¥
= = i
0.2
0_
0.0

T T T T T T T T
0 100 200 300 400 0 100 200 300 400
Frames Frames

* Emotion-triggered tube selection: Token-level awareness

Rank#

"

-

:

Patch Tokens Group Tokens to Tubes Select Top-K Tubes



Affective Training

* Create VAR visual instruction data

{**role*?: ‘‘gystem’’,
‘‘gontent **: Given the below (QUESTION, ANSWER) pair
axamples of emotion Eat:natlnn left fill-im the
JNING process which darlves ANSWERS from QUESTIONS
in three sentences.},
{"*role??: "fuger*’,

‘‘content **: [OUESTION: These are frame descriptions from a
video. After reading the deacriptiona, how people
might emotionally feel about the content and why. Only

provide the one most likely emotion. <Video Caption¥
: The viewer feels <Emotion>.
NG: Let'as think of step-by-satep

* Phase I: Align affective visual
information with LLM space.

* Phase Il: VAR visual instruction
tuning for affective reasoning.

pj‘-\ Phase | /':‘-\ Phase Il

Romantic, events including a

Romantic marriage proposal, and a kiss

indicate romantic emotions

f
LLM  LorRA M

Tokenizer

T

User: What is the

viewers’ emotion when

they watch the video?
Prompt

Text Token

4 I T

r Emotion-
—» triggered Tube ﬁ’—b
4 Selection

Projector ﬁ,
f

Visual
Encoder

f
Event-Driven
Frame
Sampling

Video
Visual Token & Trainable Frozen 16



Results

e MILLM backbone: CLIP ViT + Llama2-7b

Table 1: Quantitative comparison on the VCE dataset.

Method Venue | Top-3 | Emo-align | RR RW WR WW | CLIP-S
Traditional

CLIP [55] [CML21 284 - - - - - -
Majority [13] NeurlPS'22 35.7 - - - - - -
R(2+41)D [56] CVPR'18 65.6 - - - - - -
STAM [57 arXxiv'21 6.4 - - - - - -
VideoMAE [58)] NeurlPS'22 68.9 - - - - - -
MM-VEMA [16] PRCV'23 73.3 E - - - - -
MLLM

Video-LLaMA [17] EMNLP'23 264 25.5 16.2 9.3 9.3 65.2 63.9
Video-LLaVA [18] arXiv'23 25.0 31.2 17.5 7.5 137 61.3 70.6
Valley [l‘.)_] arXiv'23 31.3 29.4 19.2 121 10.2 58.5 69.4
Video-ChatGPT [20] ACL'24 21.0 29.5 11.4 9.5 18.1 61.0 68.9
VideoChat2 [2 l] CVPR24 31.1 36.4 24.0 7.1 124 56.5 68.6
Chat-UniVi [22] CVPR’24 38.6 205 | 21.0 176 8.5 521 70.2
mPLUG-Owl [23] CVPR’24 236 221 | 138 9.7 8.3 66.5 69.3
EmoVIT [31] CVPR’24 10.5 5.2 1.8 5.7 0.4 89.1 48.9
StimuVAR (Ours) | 73.5 | 69.6 | 68.8 47 0.8 256| 75.3

(A) GT. Empathic Pain

— . . " 7
StimuVAR: The viewer feels Empathic Pain, because the description of a skateboarder
performing a trick and then being involved in an accident with a bicyclist evokes a sense of
empathy towards the individual's pain and potential injury. The presence of the aftermath of the
accident further intensify the emotional response, leading the viewer to feel a deep sense of
sympathy and distress. The contrast between the skateboarding action and the subsequent
accident creates a stark emotional shift, eliciting a strong feeling of empathic pain in the viewer.
Chat-UniVi: The viewer might feel Excitement as they watch the skateboarder perform tricks and
stunts. The sense of thrill and anticipation builds as the skateboarder gains speed and momentum,
and the viewer waits to see what trick will be performed next.

Video-LLaMA: The most likely emotion of the viewers is Excitement. There are various
skateboarders performing different tricks, such as one man riding a skateboard downstairs while
another man is riding a skateboard on a street. The viewers will likely be excited to see the thrilling
and dynamic performances.

Video-ChatGPT: The viewer feels a sense of Relief, as the man in the yellow jacketis seen
helping the person on the skateboard.

Video-LLaVA: The most likely emotion from the provided emotionsis Relief because the man is
helping the injured person, and the situation seems to be under control.

Relevant Irrelevant

17



MLLM for Action Anticipation

* One of the first MLLM-based method for action anticipation

* Propose Plausible Action Sequence Learning Loss and Long-Horizon
Action Repetition Loss for plausible and diverse predictions

Can’t make an Omelette without Breaking some Eggs: Plausible Action
Anticipation using Large Video-Language Models

Himangi Mittal-?* Nakul Agarwal® Shao-Yuan Lo* Kwonjoon Lee'
'Honda Research Institute USA  2Carnegie Mellon University

hmittalf@andrew.cmu.edu {nakul_agarwal, shao-yuan_lo, kwonjoon_.lee}@honda-ri.com



Our Goal

* Action anticipation aims to
predict future actions given
previous actions.

* Plausible predictions by
Plausible Action Sequence
Learning Loss

* Diverse predictions by
Long-Horizon Action
Repetition Loss

|-— Observed o Unobserved

Anticipation
Interval i

! r+1,

Past Frames X Future Action

Learning Plausible Action Anticipation

| take eggs, cook omelette, crack eggs, whisk eggs, whisk eggs, whisk eggs ]-—

w/o Plausible Action Sequence Learning Loss (Temporally Implausible Actions,
cook omelette -4+ crack eggs)

take eggs, cook omelette, crack eggs, whisk eggs, whisk eggs, whisk eggs ]-—

w/o Long-Horizon Action Repetition loss (Repetitive actions, whisk eggs)

ttake eggs, crack eggs, whisk eggs, whisk eggs, cook omelette, turn omlette]_

Plausible Action Sequence Learning Loss + Long-Horizon Action Repetition Loss

19



Method

Woash Hands, Wipe Hands

) 1
Linear Layer

. v
Frame POSIItIC!n Prompt: Given a video, what can
Learned Frame  Embedding be the next 20 actions possible?

[ Pour Water, Mix Mixture..... ]

Queries

(a) PlausivL

Original Video + GT text Augmented Video + GT text Original Video + Counterfactual text
(Positive) (Positive) (Negative)
Pour Water, Mix ‘: f’ Pour Water, Mix Temporal Constraints
Mixture, Wash 1 i Mixture, Wash + Verb-Noun Action
Hands, Wipe Hands | \ Hands, Wipe Hands Pair Constraints

-

|

1

1 - A _— w i i

i > é N @ =sim( E,pour water, mix mixture,
! . y ' wash hands, wipe hands)

1 ’

JI / ,

Pour water Mix Mixture Mix Mixture O =sim \pour water, mix mixture,

! \ f wash hands, wipe hands)
Ye Prediction Y I'. .47—
\ / x
3 4 [ ] %im[h,mix mixture, pour water,
Pour water | Mix Mixture | Wash Hands Wipe Hands N o wipe hands, wash hands)

Ground Truth

Long-Horizon Action Repetition Loss Plausible Action Sequence Learning Loss

(c) Objective Functions and Training

20



Results

Class-mean

Method Top-5 recall (%) T
. Verb Noun Action
e MLLM backbone: CLIP ViT + Llama2-7b RU-LSTM [17] 2320 3140 1470
Temporal Aggregation [56] || 27.80 30.80 14.00
° . “Ki - Video LLM [6] - - 15.40
Dataset: EPIC-Kitchens-100 Yigco ! T
AVT [25] 2820 32.00 1590
MeMVIT [68] 3220 37.00 17.70
RAFTformer [24] 33.80 37.90 19.10
InAViT [55] 52.54 51.93 25.89
Video LLaMA [71] 5290 52.01 26.05
PlausiVL 55.62 54.23 27.60

____, Prediction: take iron, take pants, put pants, adjust pants, take iron, press pants, put
- f‘ iron, adjust pants, take iron, press pants, turn pants, adjust pants, take iron, press

Video

Time

pants, put iron, adjust pants, take iron, turn pants, put iron, adjust pants

Ground Truth: take iron, press pants, hold iron, press pants, put iron, take iron, press
pants, turn pants, arrange pants, take iron, press pants, adjust pants, turn pants,
arrange pants, take iron, turn pants, put pants, touch pants, take pants, fold pants
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