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AI Safety Matters!!
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AI is becoming increasingly integrated into human society.

However, AI also brings considerable risks, and AI safety 
research has not kept pace with its rapid advancement.

AI safety research ensure AI’s positive impact on humanity
and enables us to unlock AI’s full potential safely.



AI Safety Scope
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Robustness Monitoring Alignment

Make AI safe
Use AI to make 

human society safe
Foster harmonious 

human-AI interactions



My Research in AI Safety
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Robustness Monitoring Alignment

Adversarial 
Robustness

[LOP, T-PAMI’22]
[LP, T-IP’21]
[LP, ICIP’21]

[LVP, ICIP’21]
[LP, ACCV’22]
[LP, AVSS’24]
[LP, AVSS’21]

Domain 
Generalization

[LOCGP, CVPR’23]
[LWTZPK, IROS’22]

Anomaly 
Detection

[YLDCL, ECCV’24]
[XLPD, 2024]

Behavior 
Forecast

[GALLJ, CVPR’24]
[MALL, CVPR’24]

Theory of 
Mind

[ZHLAOHL, 2024]

Learning 
Alignment

[GSZCL, 2024]
[SSPL, 2024]



Robustness
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Adversarial 
Robustness

Domain 
Generalization

Others

Intersection
of AR & DG

• Novel attacks
[Lo & Patel, AVSS’21]

• Empirical defenses
[Lo et al. ICIP’21] [Lo & Patel, ICIP’21] 

• Generalizable defenses
[Lo & Patel, IEEE T-IP’21]

• Defenses for less explored tasks
[Lo et al. IEEE T-PAMI’22]

• Unsupervised domain adaptation
[Lo et al. IROS’22]

• Source-free domain adaptation
[Lo et al. CVPR’23]

• Adversarial defense for domain adaptation
[Lo & Patel, ACCV’22]

• Adversarial defense via domain adaptation
[Lo & Patel, AVSS’24]

Robust AI
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• We find that image classification-based methods do not work well on 
the novelty detection task due to the unique property of this task.

• We propose the first adversarially robust methods for novelty detection.

• We establish a solid evaluation benchmark and comprehensive
baseline results.



Recall: Adversarial Examples

• Deep networks are vulnerable to adversarial examples.

𝑓𝜃 = "𝐷𝑜𝑔"

𝑓𝜃 + = "𝐶𝑎𝑡"

0.001 ×
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Recall: Adversarial Examples

• Dataset: CIFAR-10

• Network: ResNet-50
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Recall: One-class Novelty Detection

• One-class novelty detection model is trained with examples of 
a particular class and is asked to identify whether a query 
example belongs to the same known class.

• Example:
• Known class (normal data): 8

• Novel classes (anomalous data): 0-7 & 9 (the rest of classes)

Normal data

Training data Test data

Normal data

Anomalous data
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Recall: One-class Novelty Detection

• Most recent advances are based on the autoencoder architecture.

• Given an autoencoder that learns the distribution of the known class, 
we expect that the normal data are reconstructed accurately while 
the anomalous data are not.

Normal data

Training data Test data Reconstructions
(expected)

AE

Low error

High error

Normal

Anomalous
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Attacking One-class Novelty Detection

• How to generate adversarial examples against a novelty detector?

• If a test example is normal, maximize the reconstruction error.

• If a test example is anomalous, minimize the reconstruction error.

Normal data

Training data Adversarial examples Reconstructions
(expected)

AE

High error

Low error

Anomalous 

Normal 
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Goal: Adversarially Robust Novelty Detection

• Novelty detectors are vulnerable to adversarial attacks.

• Adversarially robust method specifically designed for  
novelty detectors is needed.

• A new research problem.
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Observation: Generalizability 

• Unique property: Preference for poor generalization of 
reconstruction ability.

• However, autoencoders have good generalizability.

Normal data

Training data Test data

AE

Reconstructions

Low error

Low error

?

?
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Observation: Feature Denoising

• Adversarial perturbations can be removed in the feature domain.

[Xie et al. CVPR’19]
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Method

• Observations: Generalizability and Feature 
Denoising.

• Assumption: One can largely manipulate 
the latent space of a novelty detector to 
remove adversaries to a great extent, and 
this would not hurt the model capacity 
but helps if in a proper way.

• Solution: Learning principal latent space.
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Method

• Vector-PCA performs PCA on the vector dimension.

• Spatial-PCA performs PCA on the spatial dimension.

v

h

w

(s = h x w)
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Method

• Vector-PCA replaces the 
perturbed latent vectors 
with the clean principal 
latent vector.

• Spatial-PCA removes the 
remaining perturbations 
on the Vector-PCA map.

19



Results 

• Evaluation metric: mean of AUROC

• PrincipaLS is effective on 5 datasets against 6 attacks for 7 novelty 
detection methods.
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Analysis

• PrincipaLS reconstructs every input example to the known class (digit 2).
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AF



Analysis

• (a) No Defense under clean data    (b) No Defense under PGD attack
(c) PGD-AT under PGD attack          (d) PrincipaLS under PGD attack

• PrincipaLS enlarges the reconstruction errors of anomalous data to a 
great extent.
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• Identify and forecast malicious scenarios 

• Leveraging AI to enhance the safety of human society 

Monitoring
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Multimodal LLMs for
Behavior Forecast

Multimodal LLMs for
Anomaly Detection

• Reasoning for AD
[YLDCL, ECCV’24]

• Unified multimodal AD
[XLPD, 2024]

• Short-term forecast
[GALLJ, CVPR’24]

• Long-term forecast
[MALL, CVPR’24]
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• One of the first reasoning methods for VAD
• => Explain why normal/anomaly

• One of the first few-shot prompting methods for VAD
• => Fast adaption to different definitions of “anomaly” for different applications



Problem Statement

• A VAD model is exclusively trained with normal data and is asked to 
identify whether a query example is normal or anomalous.

• The definition of “anomaly” depends on different context and 
downstream applications.

24Credit: https://drive.google.com/file/d/1bP6BbfREhpZjokyjYSE82c_JmnxpmIsn/view



Our Goal

• Suppose that we only have a few “normal” data for our 
specific application, and it’s costly to collect “anomaly” data.

• Can we develop a VAD model for our specific application 
(specific definition of “normal” & “anomaly”) and explain 
the detection results?
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Method

• Traditional VAD: Full-shot training. Only output anomaly score.

• Ask LLM directly: The implicit knowledge pre-trained in LLMs may not 
align with specific VAD needs (e.g., “skateboarding”).
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Method

• Induction (derive rules): 
Use the few available 
normal data as 
references to derive a 
set of rules. Prompting
method without model 
weight training.

• Deduction (inference): 
Perform VAD and 
explain detection 
results according to the 
induced rules.
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Results

• Induction: CogVLM-17B & GPT-4. Deduction: CogVLM-17B & Mistral-7B
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Two most challenging
datasets

Compare with LLM-based methods

Compare with state-of-the-art 
traditional VAD models



• Ensure AI operate in ways that align with human values and intentions

• Foster harmonious human-AI interactions 

Alignment 
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Data-Efficient Visual 
Instruction Tuning

Multimodal LLMs for
Affective Computing

[ZHLAOHL, 2024]

Scaling Multimodal
Theory-of-Mind

[GSZCL, 2024] [SSPL, 2024]
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• An analysis-style paper for Multimodal Theory-of-Mind (MMToM),
a completely new topic.

• Scaling MMToM on larger language models (LMs) without increasing 
training costs.



What is Theory of Mind?

• Theory of Mind (ToM) is the ability 
to understand other people’s 
mental states, such as thoughts,
emotions, intentions, and beliefs.

• Machine ToM aims to replicate this 
human’s innate ability in AI agents.
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[He et al. EMNLP-Findings’23]



MMToM, a New Topic
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• However, MMToM training is 
expensive, e.g., 12 GPU hours 
for Llama2-7B.

• How can we efficiently scale 
MMToM on larger LMs, e.g., 
Llama3.1-405B?



Model Behaviors

• Base Small LM vs.
Post-trained Small LM vs.
Base Large LM

• 3 levels of concept 
granularity: rooms, 
furniture, and items
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Model Behaviors

• Post-trained Small LM is better aligned with requirements for 
specific ToM scenarios.

• Base Large LM has better general world knowledge and reasoning.

• Transfer the post-trained alignment from Small LM to Large LM.

• Adapt Large LM’s ToM behaviors by training Small LM only.
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Results

• Dataset: MMToM-QA. Metric: Accuracy.
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Future Research
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Robustness Monitoring Alignment

Adversarial 
Robustness

[LOP, T-PAMI’22]
[LP, T-IP’21]
[LP, ICIP’21]

[LVP, ICIP’21]
[LP, ACCV’22]
[LP, AVSS’24]
[LP, AVSS’21]

Domain 
Generalization

[LOCGP, CVPR’23]
[LWTZPK, IROS’22]

Anomaly 
Detection

[YLDCL, ECCV’24]
[XLPD, 2024]

Behavior 
Forecast

[GALLJ, CVPR’24]
[MALL, CVPR’24]

Theory of 
Mind

[ZHLAOHL, 2024]

Learning 
Alignment

[GSZCL, 2024]
[SSPL, 2024]

Model Level Digital Models

System Level World Models

Current Research

Future Research


