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What is Anomaly Detection?

• Problem definition: An AD model is exclusively trained with normal data and is 
asked to identify whether a query example is normal or anomalous.

• Motivation: Anomalies are often rare and long-tailed, so they are costly to collect.

• Example:
• Normal data: Flawless objects

• Anomalous data: Defects

Normal data

Training set Test set

Normal data

Anomalous data
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Image source:

[Bergmann et al. CVPR’19]



Visual Anomaly Detection: Images and Videos

• Visual AD is a long-established problem in computer vision.

• Given its practical significance, AD has been widely deployed in various applications.
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Video Anomaly Detection (VAD) Image Anomaly Detection (IAD)

Security surveillance

Industrial image 
inspection

Medical image 
diagnosis

Image source: [Bergmann et al. CVPR’19] [Bao et al. CVPR’24] [Liu et al. CVPR’18]



Conventional Learning-based AD Approaches

• Full-shot training: An AD model is trained by a large amount of normal 
data to learn normal patterns

• Output format: Anomaly scores -> Thresholding

• Metrics: AUROC (area under ROC curve)
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The Era of Multimodal Large Language Models
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How can AD benefit from MLLMs?

What breakthroughs can MLLMs bring to 
this long-established vision problem?

Remain underexplored!



Anomaly Detection in the Era of MLLMs
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Full-shot training

Detection only
(anomaly scores)

Few-shot / Zero-shot

Detection + Reasoning

How to 
learn

What to 
output

• Prompting pipelines
• Model adaptability

• Instruction tuning data
• New metrics
• New benchmarks

Conventional MLLMs



Anomaly Detection in the Era of MLLMs
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Video Anomaly Detection (VAD) Image Anomaly Detection (IAD)

Security surveillance

Medical image 
diagnosis

Image source: [Bergmann et al. CVPR’19] [Bao et al. CVPR’24] [Liu et al. CVPR’18]

ECCV 2024 CVPR 2025

Industrial image 
inspection
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• One of the first reasoning methods for VAD
• => Explain why normal/anomaly

• One of the first few-shot prompting methods for VAD
• => Fast adaption to different definitions of “anomaly” for different applications

ECCV 2024



Problem Statement

• Assumption: We only have a few normal data for our specific application, and it’s 
costly to collect anomaly data.

• Challenge: The definition of “anomaly” depends on different context and 
downstream applications.

• Goal: Develop a VAD model for our specific application (specific definition of 
“normal” & “anomaly”) and explain the detection results.
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Image source: [Radu Tudor 
Ionescu. CVPR’23 Tutorial]



Conventional Learning-based Approaches

• Full-shot training: A VAD model is trained by a large amount of normal 
data to learning normal patterns

• Output format: Anomaly scores -> Thresholding

• Metrics: AUROC (area under ROC curve)
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Query MLLMs Directly

• The implicit knowledge pre-trained 
in MLLMs may not align with 
specific VAD needs.

• Here GPT-4V mistakenly treats 
"skateboarding" as normal.
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Method
• Induction: Learn rules from few-shot normal reference frames

• Few-normal shot prompting (no training needed)

• Deduction: Detect anomalies based on the rules
• Correctly identifying "skateboarding" as an anomaly
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Method

• Induction (derive rules): 
Use the few available 
normal data as 
references to derive a set 
of rules. Prompting
method without model 
weight training.

• Deduction (inference): 
Perform VAD and explain
detection results 
according to the induced 
rules.
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Example (Induction)
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A few normal 
reference frames

A set of rules



Example (Deduction)
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Query samples

Output 
reasoning



Comparison with Conventional VAD Models

• Induction: CogVLM-17B & GPT-4

• Deduction: CogVLM-17B & Mistral-7B

• Metric: AUROC
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Two most challenging
datasets



Comparison with LLM-based Approaches

• Induction: CogVLM-17B & GPT-4

• Deduction: CogVLM-17B & Mistral-7B

• Metrics: Accuracy/precision/recall; Doubly-right (RR/RW/WR/WW)
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CVPR 2025 (Highlight)

• One of the first zero-shot and reasoning methods for IAD
• => Explain why normal/anomaly

• One of the first instruction tuning datasets and benchmarks for IAD 
reasoning
• => Allow us to train and evaluate models for their AD reasoning capabilities



Problem Statement
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Anomaly detection Basic reasoning

Complex reasoning



Method

• Two-step inspection for improving detection

• Simulate human’s visual anomaly inspection
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Method

• MLLM backbone: Visual encoder + 
tokenizer + projector + LLM

• LTFM: (Step 1) Find suspicious 
areas

• VT Selector: (Step 2) Confirm 
anomalies

• Training stage 1: Train the anomaly 
expert (LTFM + VT Selector)

• Training stage 2: Visual instruction 
tuning (projector + LLM)
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Instruction Tuning Dataset

• Visual instruction tuning (VIT) for improving reasoning

• An automatic pipeline for constructing AD VIT datasets

• WebAD: 72k, 380 classes

• MVTec AD [Bergmann et al. CVPR’19] : 5k, 15 classes
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Instruction Tuning Dataset

• WebAD: 72k, 380 classes

25
Anomalous Normal



Instruction Tuning Dataset

• Anomaly-Instruct-125k

• Four types of images
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WebAD-72k
[Collected by us via

Google Image Search]

MVTec AD
[Bergmann et al. CVPR’19]

BMAD
[Bao et al. CVPR’24]

MVTec-3D AD
Real3D-AD

Anomaly-ShapeNet
[Bergmann et al. 2022] [Liu et al. NeurIPS’23] [Li et al. CVPR’24]



Reasoning Benchmark

• VisA-D&R (761 normal + 1000 anomaly samples)

• Detection metrics: Accuracy/precision/recall/F1-score

• Reasoning metrics: ROUGE-L, Sentence-BERT, GPT-score

• Q1 & Q2: Basic reasoning

• Q3 & Q4: Complex reasoning
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Detection Results of Zero-Shot IAD Approaches

• MLLM backbone: LLaVA-OV [Li et al. 2024]

• Metric: AUROC
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Detection and Reasoning Results of MLLMs
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• MLLM backbone: LLaVA-OV

• LLaVA-OV-0.5B*: Fine-tuned on our Anomaly-Instruct-125k



Summary
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Honda Research Institute
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Computer 
Science 

Material 
Science 

RoboticsHCIML/CV
Nano 

Materials
Intelligent 
Vehicles



Current Research in HRI ML/CV Team

• Goal: Adapt general-purpose MLLMs to domain experts for 
applications on vehicles or robots.

• MLLM for anomaly detection

• MLLM for action anticipation

• MLLM for affective understanding

• MLLM for Theory-of-Mind

• Data-efficient MLLM fine-tuning
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MLLM for Action Anticipation
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• One of the first MLLM-based method for action anticipation

• Propose Plausible Action Sequence Learning Loss and Long-Horizon 
Action Repetition Loss for plausible and diverse predictions

CVPR 2024



Goal

• Action anticipation aims to 
predict future actions given 
previous actions.

• Plausible predictions by 
Plausible Action Sequence 
Learning Loss

• Diverse predictions by 
Long-Horizon Action 
Repetition Loss
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Method
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• Plausible action sequence 
learning loss:  Help models 
differentiate between 
plausible and not plausible 
action sequences.

• Long-horizon action 
repetition loss: Put a higher 
penalty on the actions that 
are more prone to 
repetition over a longer 
temporal window.



Results

• MLLM backbone: CLIP ViT + Llama2-7b

• Dataset: EPIC-Kitchens-100
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MLLM for Video Affective Reasoning
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• One of the first methods for VAR, i.e., predicting and reasoning
viewers’ emotional reactions to a video

• Propose spatiotemporal stimuli-aware mechanisms and create VAR 
visual instruction data



Goal

• VAR aims to predict and explain viewers’ emotional responses 
to a video.

• What are the emotional stimuli?  
• Capturing stimuli could reduce redundancy and improve affective 

understanding.

• => Propose spatiotemporal stimuli-aware mechanisms

• Why this prediction?  
• Interpretability is crucial for model analysis and earning public trust.

• => Create VAR visual instruction data for affective training
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Method
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• Let’s start from an example video

What we see:

What models see:



Method

• Traditional models 
and generic MLLMs 
often overlook 
emotional stimuli.

• Our method has 
stimuli awareness.
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Spatiotemporal Stimuli-aware Mechanisms

• Event-driven frame selection: Frame-level awareness

• Emotion-triggered tube selection: Token-level awareness
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Affective Training

• Create VAR visual instruction data

• Phase I: Align affective visual 
information with LLM space.

• Phase II: VAR visual instruction 
tuning for affective reasoning.
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Results

• MLLM backbone: CLIP ViT + Llama2-7b
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• An analysis-style paper for Multimodal Theory-of-Mind (MMToM),
a new topic.

• Scaling MMToM on larger language models (LMs) without increasing 
training costs.

MLLM for Theory-of-Mind



What is Theory of Mind?

• Theory of Mind (ToM) is the ability 
to understand other people’s 
mental states, such as thoughts,
emotions, intentions, and beliefs.

• Machine ToM aims to replicate this 
human’s innate ability in AI agents.
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[He et al. EMNLP-Findings’23]



Multimodal ToM, a New Topic
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• However, MMToM training is 
expensive, e.g., 12 GPU hours 
for Llama2-7B.

• How can we efficiently scale 
MMToM on larger LMs, e.g., 
Llama3.1-405B?



Model Behaviors

• Base Small LM vs.
Post-trained Small LM vs.
Base Large LM

• 3 levels of concept 
granularity: rooms, 
furniture, and items
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Weak-to-Strong Control

• Post-trained Small LM is better aligned with requirements for 
specific ToM scenarios.

• Base Large LM has better general world knowledge and reasoning.

• Transfer the post-trained alignment from Small LM to Large LM.

• Adapt Large LM’s ToM behaviors by training Small LM only.
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Results

• Dataset: MMToM-QA. Metric: Accuracy.
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Data-efficient MLLM fine-tuning
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• A new data selection paradigm for visual instruction tuning (VIT):
Pre-instruction data selection

• Reduces not only VIT runtime but also instruction generation cost

CVPR 2025 (Highlight)



What is Visual Instruction Tuning?

• A standard way to train fine-
tune a MLLM

• Require a large amount of 
visual instruction tuning data
(e.g., LLaVA-1.5 uses 665K 
data, covering 10 vision tasks)

• Use GPT to generate visual 
instructions from images
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[Liu et al. NeurIPS’23]



Visual Instruction Data are Redundant

• Selecting data in advance can reduce training cost
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[Liu et al. arXiv’24]



Visual Instruction Data are Redundant

• Existing data selection 
method assumes that 
instructions are already 
generated.
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[Liu et al. NeurIPS’23]



Goal

• Generating instruction is also 
expensive!

• Can we select essential data 
before instruction generation?
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Method

• Task-importance estimation: Determine data proportion for each task.

• Cluster-based selection: Select representative data within each task. 
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Results

• Experiments on LLaVA-1.5
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HRI hires research interns!
(next hiring will be around October)
https://usa.honda-ri.com/intern-positions

CVPR 2025 x3

ICLR 2025 x1

NeurIPS 2024 x2 

ECCV 2024 x3

CVPR 2024 x2

About 5 scientists in the ML/CV Team

Candidates with at least one first-
authored paper at a top conference 
have a stronger chance.

https://usa.honda-ri.com/intern-positions
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